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Problem Setting: Zero-Shot Coordination

QR CODE

1. Players agree on training method
2. Task is revealed
3. Players each train a policy independently
4. Test time: evaluate cross-play score between players

Trajectory Diversity

Population Based Approach

● Train n policies + common best response (BR)
● Want objective of the type:

Code: https://bit.ly/33NBw5o
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Figure 1: Corridor coordination task admitting three optimal self-play 
policies, only one of which is suitable for ZSC.

Method Self-Play Cross-Play

Individual Agents (Other-Play) 24.24±0.02 23.65±0.06

BR to pool of OP agents 24.17±0.04 23.66±0.07

BR to pool of OP agents + TrajeDi 24.22±0.01 24.09±0.02

Jensen Shannon Divergence

● JSD defines distance between policies

● Action Discounting allows to tune the sensitivity of 
the diversity objective

● JSD + Action Discounting = TrajeDi Objective

Experiments

2.   Diversity of Solutions in Tree-like MDPs● We highlight the role of diversity in ZSC
● We leverage diversity in a PBT approach
● We introduce TrajeDi, a general and differentiable 

objective for training diverse policies

1.   Zero-Shot Coordination in a Matrix Game

2.   TrajeDi in Hanabi


