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Summary

Problem Setup

State Tracking-Q Learning

Distributed Linear Quadratic Regulator (LQR) Control
no central coordinator

limited communication partial state observation

State Tracking based Q learning (ST-Q) Algorithm

Unknown LTI system:

Quadratic cost:

Communication without a central coordinator

Linear feedback controller:

Multi-agent system: L agents

Goal: Find controllers for each agent that minimizes 
infinite-horizon cost of the whole system:

unknown dynamics


