
Manipulating task-agent graph structures 

significantly reduces computation time for 

multi-objective task allocation and planning in 

multiagent systems, scaling linearly in the 

number of agents.
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Necessary

Not Needed

Multiagent Task Allocation and Planning with 

Multi-Objective Requirements

(i) An agents can process one task at any given time.

(ii) There is only one action relevant to a task progress in any reachable state.

(iii) After a task is completed the MDP returns back to its initial state. 

Goal: Allocate multiple tasks to multiple agents.

𝑀1⊗𝐴Φ 𝑀2⊗𝐴Φ 𝑀𝑛 ⊗𝐴Φ∪ ∪⋯∪

…Switch transitions pass control to next agent

*MAMDP – Multiagent Markov Decision Process

We then introduce an algorithm to exploit the team 
structure.

Agentk
Tasks as Linear Temporal logic
𝜑 ∷= 𝑎 ¬𝜑 𝜑1 ∧ 𝜑2 𝑋𝜑 𝜑1𝑈𝜑2

Agents as Markov 
Decision Processes

E.g. “Eventually visit location 3” 

Represent co-safe task 𝒋
as DFA automata 𝑨𝒋:

This is powerful because taking the union of MDP 
product models exponentially reduces the state space.

Result: Comparison with conventional model.

Method: Introduce a team MDP model to solve task 
allocation and planning as a reachability problem.

𝑀𝐷𝑃𝑘 = (𝑆, 𝑠0, 𝐴, 𝑃, 𝐿) ⊗ 𝐴𝑗= (𝑄, 𝑞0, Σ, 𝛿, 𝑄𝑗,𝐹)⊗
𝑗 = 1

𝑚

Natural restriction 
on tasks:


